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Nigeria. Chicago. Slovakia. What do these places have in common? Voters in each have faced a new political 

weapon: Audio “deepfakes” of political candidates created using artificial intelligence (AI). The bipartisan 

Protect Elections From Deceptive AI Act—which Senators Amy Klobuchar (D-Minn.), Josh Hawley (R-Mo.), 

Susan Collins (R-Maine), and I introduced last year—is a step that could help secure our elections against audio 

deepfakes.1 

 

In Nigeria, an AI-generated deepfake of presidential candidate Peter Obi calling the election a “religious war” 

stirred controversy in a country closely divided between Christians and Muslims.2 Widely popular among young 

Nigerians and considered one of the leading candidates in the February 2023 election, Obi ultimately finished 

third as opponents launched AI-generated attempts to discredit his candidacy.3  

 

Closer to home, Democratic mayoral candidate Paul Vallas of Chicago was the target of an audio deepfake in 

which he seemingly excused the police killing of civilians. Vallas finished first in initial voting versus multiple 

candidates, but second in the March 2023 runoff.4  

 

Across the Atlantic, the October 2023 deepfake of Slovak prime ministerial candidate Michael S imec ka had a 

significant impact on his campaign. In an audio clip, voices similar to S imec ka’s and that of a prominent Slovak 

journalist discussed how to buy votes from the Roma minority, which makes up 9% of the country and often 

faces discrimination.5 The deepfake appeared during the 48-hour “cooling off” period before Election Day, 

meaning neither S imec ka nor media outlets could refute it publicly before polling opened. S imec ka’s pro-

Western party fell second to the Kremlin-friendly Smer party by 5 percentage points, although pre-election 

polling had them much closer.6 

 

It’s not evident whether a deepfake has swung an election yet, but it’s clear that people are trying. Future audio 

deepfakes might definitively decide an election—perhaps even this November. 

 

Why audio in particular? For starters, AI text-to-speech platforms are cheap, easy to use, and high in quality. 

Professionals  struggle to authenticate or debunk them because of audio clips’ lack of “contextual clues.” It’s 

only getting harder to determine whether a clip is real as advances in technology perfect natural-sounding 

inflection and intonation. By the time a clip is identified as fake, it could have spent hours, days, or even weeks 

circulating on social media. 

 

That brings up another problem: Audio deepfakes are dangerous because we lack the digital literacy required 

to correctly understand them. Many people now understand that editing software is used frequently to 

manipulate images; the model in a fashion magazine probably looks different in real life. However, it took years 

for our culture to come to terms with that. Since AI tools are still quite new, it will take a while before we have 

the same understanding of deepfakes. 

 

So, short of stopping the march of technology—and losing the benefits that AI will provide society in the future 

—we must act. In February, I attended the Munich Security Conference, where major social media and tech 

companies—including Google, Meta, OpenAI, TikTok, and X—announced a “Tech Accord” in which they pledged 

to work together to stop deceptive AI from influencing the many elections occurring globally in 2024.7 I applaud 

that effort by the private sector, but governments and regulatory bodies must also step up. 

 

In America, states have taken the lead. Nineteen have enacted laws to regulate AI use in elections, and similar 

bills have been introduced in most other statehouses (my home state’s elections deepfake bill passed the 
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Delaware General Assembly in June and awaits the governor’s signature).8 Federal agencies have also jumped 

into the fray, although haltingly. The Federal Election Commission, for example, has weighed whether to ban 

candidates from using AI to depict their opponents but has not yet acted.9 The Federal Communications 

Commission has proposed a rule to require on-air and written disclosures when AI is used in radio or TV 

political ads but has not proceeded further.10 

 

Something is missing, and that’s Congress. 

 

While the United States does need a comprehensive, broad-based AI policy, the congressional road to such a 

destination is long and bumpy. Something more targeted, like the Protect Elections From Deceptive AI Act, 

might be more immediately feasible. The bill would ban “materially deceptive AI-generated audio or visual 

media” from being used to influence voters or solicit donations. A targeted candidate then would be able to sue 

for damages and prohibit further dissemination of the deepfake. 

 

In accordance with our First Amendment rights, the Protect Elections From Deceptive AI Act makes exceptions 

for media outlets and parody or satire. The only people at risk of being sued are those who use AI to maliciously 

influence an election, not those who document it for journalistic reasons or use AI to poke fun at our politics. 

 

The use of AI is growing rapidly, and the technology is getting better each passing day. It was inevitable that AI 

would find its way into politics, here and abroad. Let’s pass the bipartisan Protect Elections From Deceptive AI 

Act and make headway toward keeping our elections free and fair. 
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